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1 Challenges in Managing Personal Data
The mining and profiling of users’ behaviors and relationships

is the basis on which most online platforms and services operate.
Yet centralized control by large platforms often leaves individuals
with limited visibility and recourse over their data usage. Moreover,
such platforms typically have only partial views of individuals’ data
footprints, which can encourage overly aggressive data collection
strategies, and result in inaccuracies and bias in the data they hold.
This is only becoming more of a concern as personal data is in-
creasingly used to train LLMs and other foundation models, often
without transparency, consent, or deletion guarantees [2, 4, 6].

Consider a typical smart home ecosystem, composed of hetero-
geneous IoT devices (lights, thermostats, security cameras, voice
assistants) from different manufacturers, each connecting to their
own online service. With such fragmented infrastructure, and of-
ten opaque privacy policies, how do we provide data subjects with
meaningful, enforceable control over their digital footprint?
2 The Databox Architecture

Databox is a hybrid personal data infrastructure proposed to chal-
lenge the prevailing centralized data model [1]. The common-case
Databox setup combines physical device(s) augmented by cloud-
hosted services that collate, curate, and mediate access to our per-
sonal data. By adding a physical layer, Databox provides affordances
unavailable to a pure cloud-hosted solution (𝑒.𝑔., proximity-based
access control), alongside improved resilience and latency.

Fig. 1 outlines the core Databox architecture [3]. Databox fol-
lows a micro-services framework: components exist in separate
containers communicating via explicit APIs, helping to promote
portability between physical and cloud hosting. Dedicated drivers
interface with data sources (𝑒.𝑔., smart meters, APIs, physical de-
vices) and write to versioned append-only stores enforcing local
access policies. Having a distinct store for each data source pro-
vides granular control over access permissions, alongside improved
security guarantees. Databox apps represent third-party software,
are isolated/sandboxed by default, and must explicitly declare their
input/output requirements. The manager acts as the control plane,
responsible for maintaining app/driver containers, managing access
permissions, logging data flows for audit, and routing communica-
tion between apps, stores, and external parties.
3 Agentic Interfaces for Trusted Data Mediation

The adoption of personal data infrastructures like Databox has
been limited not only by weak regulation – such as the lack of
enforceable rights to access personal data – but also by technical
factors. Users struggle to configure complex data flows and fine-
grained policies across heterogeneous IoT and online services. We
argue that lightweight, agent-driven interfaces offer a path towards
more practical, user-centric control.

Fig. 1 illustrates how such an agentic layer might integrate
with the current Databox architecture. We envision agents as pro-
grammablemediators, governing data flow between available sources,
stores, and processors. For example, in our smart home scenario, a
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Figure 1: The Databox architecture, with agentic layer [3]
driver agent might discover a new network/IoT endpoint, and then
author the necessary code to ingest its data [5]. Meanwhile, a policy
agent learns household routines and authors context-aware data
sharing rules. With external interaction mediated via protocols,
agents assist users in curating purpose-scoped, shared contain-
ers. Each container filters and reviews data processing requests
to ensure compatibility with the user’s privacy preferences; a rec-
ommendation agent might provide tailored recommendations to
non-technical data owners about their risks. For example, when a
smart home platform requests access to power consumption data,
the agent might propose sharing aggregated daily totals rather than
full usage data that could reveal personal habits.

In decoupling data governance from individual apps, agents
transform personal data containers into active, trustworthy nego-
tiators – acting as guardians and interpreters of user intent. Building
on emerging hardware with secure execution enclaves would en-
able verifiable guarantees that agents and containerized apps run
as declared, without tampering or data leaks.
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